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FASIT

Problem 1 Gaussian processes

(a) Second order stationarity means that E[Z(x)] is constant, u say, for
all & while Cov|[Z(x),Z(x + v)] only depend on v, given through
C(v). Strictly stationarity means that (Z(x,), ..., Z(x,)) has the same
distribution as (Z(x; + v), ..., Z(x, + v)) for all n, x4, ...,x,,v. This
is equivalent to second order stationarity in the Gaussian case.

(b) Define ¥, to be the covariance matrix for Z = (Z(x1), ..., Z(x,)).
Then the covariance matrix for the observations is 3, = X, + o’I.
Further, by defining

c=(C(lz1 — z0), ... (|10 — x0))",

we have

(sta) =098 (1o (G )

which leads to

E[Z(x0)|Y] =pu + €' [S. + oI H(Y — pul,,)
Var[Z(z0)|Y] =C(0) — c"'[Z., + o*I] ‘e

Since the expectation is the centrepoint in the distribution for Z ()
given all we know, it is a reasonable predictor.

The conditional variance can be used as an uncertainty measure.

(Continued on page 2.)
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(c) We have that Y; is a binomial variable where

Pr(Y; =1) = Pr(Z(x;) > 0) =1 — ®((0 — u)/+/C(0)) = ®(u//C(0))
Further
Cov[Y;,Y;] =E[Y;Y;] — u/\/_ 2
—E[Y:Y;] — ®(u//C(
:/.>0 Sz - &(11/\/C(0))?

where f(z;,2;) is the bivariate Gaussian distribution for Z(x;), Z(x;)

Problem 2 Extreme values

(a) We have Pr(M, < z) — 0 for z < oy while Pr(M,, < zy.,) = 1, ie.
a degenerate distribution.

Define a,, = Tpax and b, = n~!. We have
Pr(Z, < x) =Pr(zmax — M, < z/n)
=Pr(M, > Tymax — x/n)
=1 —Pr(M, < Tmax — /1)
=1 — Flxmax — z/n]"
=1 — exp{nlog F|zm.x — x/n|}

R )
This gives
7}1_}1{)10 Pr(Z, <z)=1- nll—>nc>10 exp{l‘)gl“ﬂ[ﬁn*af*w/ﬂ}
J(@max—z/n)an"?
=1 — nh—>nc>10 exp{ F[:vniax:gz/n] }
=1 - lim exp{— =Ry}
=1 — exp{—2f(Zmax) }
(b) We have

Pr(M, > o) = Pr(Zy < nltmas — 7)) ~ 1 — xp{—n(Tmax — ) (mas)
This gives

1 — exp{—n(Tmax — ) f (Tmax) } & N
which implies

T R Tmax — 10g(N/(N —1))/[nf (Tmax)]

This gives the value for which the maximum will exceed every Nth
year.

(Continued on page 3.)
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Problem 3 Markov random fields

(a) The Markov property is that
Pr(Xi|X;,j # i) = Pr(X,|X;,j € Ni)
where Ny denotes the set of neighbors of k.
We have that

Pr(zyla;, j # i)
x exp{—0 Z T}

i<jili—jl=1

x exp{—0 Z TR}

h—dl-1
showing the Markov property with N, = {j; |k — j| = 1}.
(b) We have
Pr(X =z|Y =y) xPr(X = z)p(y| X = x)
x exp{—0 Z T} l_If(yZ —ax; — Mil Z ;)
i=1

i<j;li—jl=1 Jili—il=1
xexp{-8 > mmi+» logflyi—ari— & Y )}
i<j;li—jl=1 i=1 Jili—il=1
Then

cxexp{—8 Y wmi+» logflyi—azi— 5 Y )}

i<j;li—jl=1 i=1 Jili—il=1
x exp{—0 Z zrx; + log f(yr — axy — Mik Z x;)}
|k—jl=1 Jili—k|=1
exp{ Y log f(y; — ax; — e > w)}
Jslk—j]=1 Li—j]=1

showing that we still have a Markov random field, but now with
Ny = {j;lk —j| = Llor |k —j| = v2or |k — j| = 2}, i.e the first
nearest neighbors, the 4 neighbors on the diagonal and the four grid
points two units apart either in the horizontal or the verctical direction.

(¢) Define {X;;} to be the space-time process. Direct extension:

T T
Pr(X =) o exp{—/3 Z Z Ty iTej— Y Z Z Tyiti1 ) (%)
t=2

t=1 i<jili—jl=1 i



