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Problem 1 (30% of total points)

Describe the lasso, ridge regression and other methods for penalized
regression for quantitative outputs or responses and how they can be applied.

Problem 2 (40% of total points)

Assume the model is linear of the form

Y = xTβ + ε

where X is the N × (p + 1) matrix of inputs. There are therefore N
observations, and the responses are collected in the N -dimensional vector
y. The error terms are independently Gaussian distributed with mean zero
and variance σ2ε

The fitted values using ordinary least squares (OLS) are

ŷ = X(XTX)−1XTy = Hy.

a) Show that trace(H) = p+ 1.

b) Show that
∑N

i=1 cov(ŷi, yi) = (p+ 1)σ2ε

c) Explain what is meant by a linear fitting method and the effective
degrees-of-freedom.

d) Let Nk(x) be the k closest points to the point x in some distance. Then

f̂(x) =
1

k

∑
xi∈Nk(x)

yi

is the k-nearest neighborhood estimator. Let now f̂(xi), i = 1, . . . , N
be the fitted values. Show that

∑N
i=1 cov(f̂(xi), yi) =

N
k . Explain why

nearest neighborhood estimation is a linear fitting method.

(Continued on page 2.)
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Problem 3 (30% of total points)

Consider the situation where the response is categorical with K categories.
The covariates or inputs are collected in a N × (p+ 1) matrix, X.

a) Describe the logistic regression model in the case where the response
is binary, i.e. K = 2, and derive an expression for the log-likelihood
function when the distribution of the responses is binomial.

b) Explain how the model can be formulated for K ≥ 2 categories,
and derive the loglikelihood when the distribution of the responses
is multinomial. Also indicate how a local likelihood can be formulated.

c) Show that fitting a locally constant multinomal logit model amounts to
smooth the response indicators separately using the Nadaraya-Watson
kernel smoother.

END


