Introduction to methods and techniques in
financial mathematics (STK 4510)
Solutions to the exam, 04.12.2014

Problem 1 Denote by X (i) := log(S(t;41)/S(t;)) the i—th log-return.
Then we use the MLE estimators fi = + SNV X (i) and G = % SV (X (1) -
f)? for N =5 to obtain

i = 0.00148286,0 = 0.00189397

Problem 2 We have to study the solutions (\;, A\2) € R? to the linear
system of equations (see e.g. Th. 5.20 of the course manuscript):

ap —1r+opA +opde = 0
042—T+0'21)\1+0'22)\2 = 0.

Denote by o = (O-ij)lgi,jSQ' Then det(a) =0.30-0.25—-0.20-0.375 = 0. So
rank(c) < m = 2. The latter implies (by Th. 5.20) that the BS-market is
not complete.
Substitution of \; in the first equation gives
011 det(a)

o
=1+ —(r—ay) — No=ap—r+——(r—a)=0. (1)
021 021 021

So the market has no arbitrage if and only if equation (1) holds.

Problem 3 (i) Let F;, 0 < t < T be a filtration. A process X (¢) is
a Fr-martingale iff (i) E[|X;|] < oo for all ¢ (ii) X; is F-adapted and (iii)
EX; |F) =X, fort>s.
(ii) Conditions (i) and (ii) are clearly fulfilled by B;. Since B; — B; is
independent of By for ¢t > s we find
E[By|F,] = FE|[By— Bs+ B, |Fs] = E[B; — Bs | Fs] + E [Bs | Fs]
— E[B,— BJ]+ B, = B,.
As for (B;)? we know by Itd’s Lemma that (B;)? = 2f0 B,dBs +t. Since
fo B,)*ds] < 00, 2 [, BydB; is a martingale. Hence we get

E[Z/ BydBs +t|Fs] = / By,dBs +t # / B.dB, + s for t > s.
0 0 0
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So the second process is not a martingale.

(iii) Observe that &2 — 28 — 225 4 42 4 $h3. From this we get For

3 3
0=ty <t; <..<t,=tthat

B;? Zn: <Bti71 + (Bt'i B Btifl))3 . B{?H
3 — 3 3

- 1
= Z(Btz‘A)z(Bti - Btifl) + Z Btifl(Bti - Bt¢71)2 + g Z(Btz o Btz‘71)3'
1=1

i=1 i=1

If the mesh of the partition tends to zero the first sum on the right hand side
goes by the definition of stochastic integrals to fg B2dB, (for a subsequence).
The second sum converges by the independent and stationary increments
of By to fot Bgds (for a subsequence). The last sum tends to zero (for a

subsequence), since E[|B;, — By, , |3] < 6t; — t;_1[** (which is obtained by
means of the Gaussian density of By, — By, _,).

Problem 4 (i) Payoff X = 1030)(S(7")). We know that
ClaimValue, = Esle " T VX | F],

where P is a probabilty measure such that S(t) := e "5(t) is a martingale.
By It6’s Lemma we have

S(t)=xz+ /Ot(,u —7)S(s)ds + /Ot oS(s)dB,.

Defining B; := B; — fot Ads, where A = ——£ we know by Girsanov’s theorem
that B; is a Brownian motion w.r.t. P given by

P(A) : =E[laZ7],A€ F,
1
Zy + =exp(ABy — 5)\2t), 0<t<T.

S(it) = =+ /Ot(u —1)S(s)ds + /Ot 0S(s)d(Bs + As)
_ /0 (= 1) + A0)S(s)ds + /0 oS (s)dB. = /0 ' 05(s)dB,
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So S (t) is a martingale under P. From the It6-Lemma we know that

S(t) = zexp((p — %(72)15 +0B,;) =zexp((r — %UQ)t -+ aét).

So for t =T we get
1, - 1, o
S(T) = wzexp((r— 20 )t + o By) exp((r — 20 )T —1t)+o(Br — By))
1 -~
= S(t)exp((r — 502)(7’ —t)+o(Br — By)).

S(t) is Fr-adapted and as a function of B, independent of (Br — B;). Further
(Br — By) is independent of the events in F;. So we can treat S(t) as a
constant in the above conditional expectation and drop the conditioning on

Fi. Thus we get
ClaimValue, = C(t,S(t)),

where
Cltyy) = =e " Ep[lpos0(y - exp((r — %02)(T — 1)+ 0(Br — By)))]
e "THP(10 <y - exp((r — %ﬁ)(T —t)+o(Br — By)) < 20)
= "I IP((dy < £ < dy) = e 7T (B(dy) — D(dhy)), (2)

where £ ~ N(0,1), ® the standard normal distribution function and

d ¢ = (log(20/y) — (r — 30))(T —0)/oVT 1,
dy : = (log(30/y) — (r — %02)(T —t))/oVT —t.

(ii) Differentiation of the right hand side of (2) w.r.t. y in connection
with the chain rule gives

)
ZO(t.y) = —eTTD
9 (t,y) e

1 1 1 1

1 , 2
T 1 Vo SP(gh) — g el d)

Hence the replicating stock strategy at time t is given by 8%0 (t,y) s
y=3S(1



Problem 5 Denote by C; the solution of the Black-Scholes partial differ-
ential equation w.r.t. the terminal condition C;(7, z) = max(0,z — K) and
volatility o;,7 = 1, 2.

Using Girsanov’s theorem, we find that

dS(t) = rS(t)dt + 5(t)S(t)dB,,
where .
Et = Bt - / T—Mds
o 0(s)
is a Brownian motion under the probability measure P given by

P(A) = Bl Z),Ac F

for

t t
— U 1/ T — [
Zy=e ——dB, — = — ds),0 <t <T.
' Xp(/o a(s) 2 Jo (‘7(5)) )

Then It6’s Lemma applied to S(t),0 < t < T and e "C, (¢, z) under P gives
e "C(t,S(t))

_ 04(0,8(0 /{ 30 (5, S(s)) + e 2

SE(S, S(s))}ds

+ /0 e %il (s,5(s))rS(s)ds + /0 e*rs%(s,as))&(s)sg)di

+% /0 e 386;1( ,8(5))(5(s)S(s)) ds. (3)

We also obtain from differentiation of the stochastic representation of C (see
exercises) that

oC,
Sot) = (dy), @

where ® is the standard normal distribution function and
2

dy = (log(x/K) + (r + %)(T ) /oVT —t.

So % is bounded. Further, we also see that Eﬁ[(g(t))Q] < (5(0))% exp(o3t).
Hence

Eﬁ[/o (e_”%(s,S(s))E(s)S(s))st] < 00.



Thus M; := fo *”’acl (s,5(s))5(s)S(s)dB, is a P—martingale. On the other
hand, we see by dlfferentlatmg the right hand side of (4) that

0*Cy

W(t@) >0

So taking expectation on both sides of (3) in connection with the Black—
Scholes-PDE gives

v

Eple™™C(t,S(t))]
C1(0,5(0)) + Els[/o {(=r)e " C4(s,5(s)) + e”%(s, S(s))}ds
+/O e_m%(s,S(s))rS(s)ds—l— %/0 886;1 (s,5(5))(a(5)S(s))*ds]

C1(0,5(0)) + E}S[/g {(=r)e "C4(s,S(s)) + 6_”%(3, S(s))}ds

+ [Tt serseis 5 [ TR s SE)Rs

C1(0,5(0))
P

We have that Ez[e ™" C(T, S(T))] = p. So p > p;. Similarly, we get p < ps.



