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ECON3120/ECON4120 Mathematics 2
— note on the solution to the fall 2007 exam

Problem 1 Cofactor expansion along the last row gives

|A,| = —u + 2u

u—1 3u—1 u—1 1
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= 5u*(1 — u).
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So — regardless of k — there is a unique solution whenever u ¢ {0,1}. The cases u = 0 and
u = 1 have to be treated separately.
The case u = 0 gives

r— y+ z2=0
—r+ y— z=Fk
0z +0y+0z=0

or — adding the first line to the second (or merely comparing those two!)

r— y+ 2=0
0=~k

So for u = 0 there is no solution for k # 0, while for k = 0 there are two degrees of freedom.
The case u =1 gives

r+y+ z=1
y—2z==%k
y—22==%k

where the last two lines are the same, so one of them can be dropped. It is easy to see that
— regardless of k — we have one degree of freedom; if we choose z = t, the equation system
becomes

r+y=1-—-2t
y=k+2t

which — for each ¢ — has a unique solution for x and y. To summarize:



e No solution when u =0 # k
e Two degrees of freedom when u =k =0
e One degree of freedom when u = 1

e Unique solution otherwise.
Note: In the lectures it was stressed, repeatedly, that a «zero line» does mot imply
infinitely many solutions, and that they have to check the rest of the equation system for
consistency — which is also necessary in order to find the number of degrees of freedom. So
there is hardly any excuse for not examining the case v = 0 in sufficient detail.

Problem 2 We are given (for ¢t > 0, x > 0):
V(t,z) = gt)h(z)e ™ —x

(a) The first-order conditions are

or:

W(z")=e"/g(t)

(b) We are given that V;/(t*, 2*) = 0, so the second-order test will be satisfied if V}} (t*, 2*) <
0 and V)" (t*,2*) < 0.
Consider first the latter: V. (t,z) = g(t)e "h"(x), and since g(t) > 0, this has the
same sign as h”. So if " (z*) < 0, then V" (t*,2*) < 0.
For V!, we have

Vi (t,z) = h(x)- 4 [(4'(t) —rg(t)e™"]
= h(x)- [(g"(t) —rg (t))e™™ —r(g'(t) —rg(t))e™™]
= h(z) - [¢"(t) —rg'(t) —r(g'(t) —rg(t)] e

which — since he™™ > 0 — has the same sign as the expression in the brackets. Now the
proposition we are asked to show does not involve ¢’, so we use the hint and substitute
g'(t*) = rg(t*) from the first-order condition. Then at the stationary point we get that
0> VJ(t*, x*) if

0> g"(t") —rg'(t") = r(g'(t") —rg(t"))
=g"(t") =r-rg(t") =0



so that the second-order condition will hold if

rg(t") > g"(t)
which is precisely what we were asked to show.

In(x + 1), which are both positive functions. We

(c) We are given g(t) = ¥ and h(z) =
= 1/(z + 1), so the first-order conditions become

have ¢'(t) = g(t)/2v/t and h'(z)
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For the second-order conditions, we easily see that h”(z) = —(x+1)~2 which is < 0 for

any x (hence also for z*), so we only need to verify r2g(t*) > ¢"(t*). Now the second
derivative is

g"(t) = 3¢/t + (=g(t)t™*?
}l (29(t)t_1/2 . %t—1/2 . g(t)t—3/2)
= 19t —1)

so that the statement r2g(t*) > ¢”(t*) is equivalent to

rPg(t") > §g(t") - ()72 (1) = 1)

1} (because g > 0)
1
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The right hand side is equal to 2r%(5- — 1) = 72 — 2r®, which is < r* when 2r® > 0,
and we are given that r» > 0. So the second-order test implies local maximum, for all
r > 0.

Problem 3 We are given

= (t — K)—

o (fort >0, 2> 1)



(a) A stationary point is where & = 0, and we see that the right hand side is zero when
t=K.

(b) The equation is separable:

1
2T = (t - K) dt.

T

The most common would probably be to go by way of the indefinite integral first:

/ln—xda:—/t—K)dt.

For the left hand side integral, the substitution u = Inz (with du = dx/z) gives
+(Inz)? plus a constant; the right hand side is equal to 3((t — K)*+ C) (possibly with
a different constant). So

(Inz(t))* = C + (t — K)? or
Inz(t) = £/C + (t — K)?

Insert t = K and x = e; then we see that «+» has to be «+», and C' = 1. So the
solution is

:E(t)z e 1+(t—K)?

Note: There might be a few students who would take the positive square root without
giving any comment why there is a negative one to be eliminated. It has been announced
that such issues play a minor role in this course, and it should therefore only lead to a very
small reduction in score.

Problem 4 We are given the problem (for strictly positive A, B and C)

r(na>)< 4e* + 1A:1: y? + e subject to z? 4+ By* < C, x>0 and y > 0.
T,y

(a) The Lagrangian is:
L(z,y) = 4€” + LAz?y® + €% — A\(2® + By?) + pz + vy.

The Kuhn-Tucker conditions are

0 =4de” + Azy® — 2\2* + p (1)
0 =3e* 4+ Az’y — 2\By* + v (2)
A>0 withA=0if2>+ By*<C (3)
pw>0 withu=0ifz >0 (4)
v>0 withv=0ify >0 (5)




Note: The alternative conditions involving complimentary slackness in the first order
conditions (i.e. merging (4) into (1) and (5) into (2)) are only briefly mentioned, and
the students are not in any way expected to use them, though it is of course allowed.
Also, some students will write e.g. (5) as«v >0 (=0ify >0) (and y > 0 always)»,
which, although not the usual Kuhn-Tucker form, is fully acceptable (and was even
recommended for students who prefer to do so to keep track of the substantial condi-
tions.)

To show that 22 + By? = C and xy # 0, we shall show that we get a contradiction if
not:

o If x = 0 then (1) becomes 0 = 4e” + u, which is impossible since ¢* > 0 and
p = 0.

e If y = 0 then (2) becomes 0 = 3¢* + v, impossible by a similar argument.

o If 22 + By? # C (that is, < C), then A = 0 by (3). In the same manner as above,
the right hand side of (1) will be the sum of nonnegative terms 4e® + Azy* + u

where the exponential is strictly positive. (There would be a similar contradiction
in (2) too.) So it is impossible that 2? + By?* # C.



