## LA 2019 lect.\#4 on Linear equation systems ++

Lecture showed slides 1-13, and covered (handwritten notes, separate file)

## algorithm pp. 15-18 and examples. Slides 14 and 19ff: additional examples!

First: what do we have?

- Vectors:
- Definition(s) and operations.
- Geometric interpretation. (The budget hyperplane!)
- Matrices:
- Definition(s) and operations. Now also: some have inverses.
- Vectors as matrices. Matrices as composed by vectors.

To follow today:

- A bit more on the inverse.
- Linear equation systems; operations on matrices
- Q raised in 2018: Any geometric intuition ...?

A: Maybe? Included a few slides that may or may not help.
Geometric interpretation "optional", the algebra is not!

## LA 2019 lect.\#4: We defined the inverse

First: the whole truth about the scalar equation $\alpha x=\beta$, please!

- If $\alpha^{-1}$ exists, then the only solution is $\alpha^{-1} \beta$.
- If there is no $\alpha^{-1}$ : no solution unless $\beta=0$, then all $x$ solve.
- That " $\alpha^{-1}$ " we often write $1 / \alpha$ : we can divide by numbers.
- Matrices: cannot divide, but sometimes we have an " $\mathbf{A}^{-1}$ " and can multiply.

Definition: Given $\mathbf{A}$. If there exists $\mathbf{M}$ such that $\mathbf{M A}=\mathbf{A M}=\mathbf{I}$, then we call $\mathbf{M}$ the inverse of $\mathbf{A}$ and write $\mathbf{A}^{-1}=\mathbf{M}$.

- A must necessarily be square. $\mathbf{M}$ must be of same order.
- Fact: A cannot have more than one inverse.
- Fact: If $\mathbf{A}$ is square, then you need only check one of $\mathbf{A M}=\mathbf{I}$ or $\mathbf{M A}=\mathbf{I}$, because then the other holds automatically:

For $\mathrm{n} \times \mathrm{n}$ matrices, $\quad \mathbf{A M}=\mathbf{I}$ holds if and only if $\mathbf{M A}=\mathbf{I}$

## LA 2019 lect.\#4: $n \times n$ matrix: "left or right inverse" suffices

Once we point out that $\mathbf{A}$ is square, we need only calculate one of the products. Examples:
Example: Show that $\left(\begin{array}{ll}1 & -2 \\ 3 & -4\end{array}\right)^{-1}=\mathrm{t}\left(\begin{array}{ll}4 & -2 \\ 3 & -1\end{array}\right)$ for some $\mathrm{t} \in \mathbb{R}$.
Solution: Multiply: $\mathrm{t}\left(\begin{array}{ll}1 & -2 \\ 3 & -4\end{array}\right)\left(\begin{array}{ll}4 & -2 \\ 3 & -1\end{array}\right)=\mathrm{t}\left(\begin{array}{cc}-2 & 0 \\ 0 & -2\end{array}\right)=-2 \mathrm{tI}$.
True when $t=-1 / 2$.
Or, just as good: reverse order. $-\frac{1}{2}\left(\begin{array}{ll}4 & -2 \\ 3 & -1\end{array}\right)\left(\begin{array}{ll}1 & -2 \\ 3 & -4\end{array}\right)=\mathbf{I}$.
Example: If $a d-b c \neq 0$, then $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)^{-1}=\frac{1}{a d-b c}\left(\begin{array}{cc}d & -b \\ -c & a\end{array}\right)$
(Fact: If $a d-b c=0$, then no inverse exists.
For later: $a d-b c$ is the determinant of $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$.)

LA 2019 lect.\#4: $n \times n$ matrix: the inverse as solution to a linear equation system

Once we point out that $\mathbf{A}$ is square ... cont'd:
Fact: If $\mathbf{A}$ is square, then solving $\mathbf{A X}=\mathbf{I}$ for $\mathbf{X}$, yields $\mathbf{X}=\mathbf{A}^{-1}$ if it exists (and no solution if it doesn't.)

Why? Solving, we do get $\mathbf{X}$ such that $\mathbf{A X}=\mathbf{I}$ iff that exists.
Then we do not need to verify that $\mathbf{X A}=\mathbf{I}$. (Since $\mathbf{A}$ is square.)

So once we can solve linear equation systems, you have one method for finding the inverse.

Fact: If $\mathbf{A}$ is square, the following will hold true:
Iff $\mathbf{A}^{-1}$ exists, the equation system $\mathbf{A X}=\mathbf{B}$ has unique solution $\mathbf{X}$; If so, this solution is $\mathbf{X}=\mathbf{A}^{-1} \mathbf{B}$.
(The " $\Longleftarrow "$ part requires A square. If not ... say, some equation repeats?)

## LA 2019 lect.\#4: Budget constraint as linear equation

- Suppose there are $n$ goods in the economy, and you are about to choose $\mathrm{x} \in \mathbb{R}^{n}$ to consume ${ }^{1}$.
- The budget constraint $\mathbf{p} \cdot \mathbf{x}=\beta$ will remove one degree of freedom from your choice; if ${ }^{2} p_{1} \neq 0$, then once $x_{2}, \ldots, x_{n}$ are chosen, $x_{1}$ will be pinned down to $\frac{1}{p_{1}}\left[\beta-p_{2} x_{2}-\cdots-p_{n} x_{n}\right]$.
- What if someone imposes another linear constraint $r \cdot x=\gamma$ on you?
- Next slide: $\mathfrak{n}=3$; think of a budget $(1,3,3) \cdot(x, y, z)=5$ (the plane "with blue edge"!) and throw in another linear equation.
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## LA 2019 lect.\#4: Linear equation systems visualized

Visualization: assume $n=3$. Two eq's:


Two planes: $(1,0,3) \cdot(x, y, z)=2$ and $(1,3,3) \cdot(x, y, z)=5$.
The intersection is the line $(x, y, z)=(2,1,0)+t(-3,0,1)$.

## LA 2019 lect.\#4: Linear equation systems

Requiring $(x, y, z)$ to belong to (both simultaneously!) the two planes $(1,0,3) \cdot(x, y, z)=2$ and $(1,3,3) \cdot(x, y, z)=5$ and $(1,0,3) \cdot(x, y, z)=2$, is the same as imposing the system of two linear equations: $\quad x+3 z=2 \& x+3 y+3 z=5$.
Or, written on matrix form: $\left(\begin{array}{lll}1 & 0 & 3 \\ 1 & 3 & 3\end{array}\right)\left(\begin{array}{l}x \\ y \\ z\end{array}\right)=\binom{2}{5}$

- Solution with one degree of freedom. (A line.)
- If there were another third equation: Would typically eliminate that degree of freedom and pin down one point where that third plane is hit by the line.
- ... but not necessarily so. E.g., if the third eq. is $y=c$ : If $c \neq 1$ : impossible! If $c=1$ : still the same line.

Next slide: general theory

## LA 2019 lect.\#4: Linear equation systems - theory

A linear equation system for an unknown $n \times p$ matrix $\mathbf{X}$ is (or can be written as) $\quad \mathbf{A X}=\mathbf{B} \quad$ where $\mathbf{A}$ is $\mathrm{m} \times \mathrm{n}, \mathbf{B}$ is $\mathrm{n} \times \mathrm{p}$

- Such an eq. system has either no solution, unique (i.e. precisely one) solution, or infinitely many solutions!
- If there are two distinct solutions, $\mathbf{X}$ and $\mathbf{Y}$, then any

$$
\begin{aligned}
& \mathbf{Z}=\mathbf{X}+\mathbf{t}(\mathbf{Y}-\mathbf{X}) \text { also solves: } \\
& \mathbf{A Z}=\mathbf{A X}+\mathfrak{t}(\mathbf{A Y}-\mathbf{A X})=\mathbf{B}+\mathrm{t}(\mathbf{B}-\mathbf{B}), O K .
\end{aligned}
$$

- If $\mathbf{B}=\mathbf{0}_{\mathfrak{m} \times p}$ - a so-called homogeneous equation system then there always is at least one solution, $\mathbf{X}=\mathbf{0}_{\mathrm{n} \times \mathrm{p}}$.
- Exam: You can be asked to "solve". That means:

Find all solutions, or show that none exists.

- Exam: You can be asked, e.g. "Does the equation system have zero, one or more than one solution?" That does not ask you to solve!
- System might depend on parameter c. Question type: "For what $\mathrm{c} \in \mathbb{R}$ does the system $\mathbf{A}_{\mathrm{c}} \mathbf{x}=\mathbf{b}_{\mathrm{c}}$ have unique solution?"


## LA 2019 lect.\#4: Linear equation systems - theory / degrees of freedom

Last sub-item had minuscle $\mathbf{x}$ and $\mathbf{b}_{\boldsymbol{c}}$ - i.e. column vectors, $p=1$ :

- Exam/syllabus: if $p>1$, so $\mathbf{X}$ and $\mathbf{B}$ are not (column) vectors, then:
- You will not be asked to solve for infinitely many solutions. You will not be asked for degrees of freedom (see below). The rest of the previous slide you should know, though.

Assume - for now - that $\mathrm{p}=1$, and consider $\mathbf{A x}=\mathbf{b}$.
Definition: Solution with d degrees of freedom means:
$\mathrm{d}=0$ : Unique solution.
$\mathrm{d} \in \mathbb{N}$ : Infinitely many solutions, such that there is some selection of $d$ variables that can be chosen freely, and then, the $n-d$ others are determined uniquely by the system.

## LA 2019 lect.\#4: Linear equation systems - vs scalar $\alpha \chi=\beta$

The case of one single equation in a single unknown? $\alpha x=\beta$.

- Square coefficient matrix :-)
$\leftrightarrow$ as many equations as unknowns, cf. the counting rule which is only a "rule of thumb", not logically valid!
- If $\alpha^{-1}$ exists (i.e. if $\alpha \neq 0$ ): Unique solution.
- If $\alpha^{-1}$ does not exist: $0 x=\beta$ either has no solution (if $\beta \neq 0$ ) or solution with one degree of freedom.

What properties generalize from $\alpha x=\beta$ to $\mathbf{A X}=\mathbf{B}$, and how?

- A alone determines whether there is unique solution or not.
- If not unique: None or infinitely many; one must consider both $\mathbf{A}$ and $\mathbf{B}$ to determine (i) whether none or infinitely many; and (ii) if infinitely many: how many degrees of freedom.
- If $\mathbf{A}$ is square: unique solution iff $\mathbf{A}$ has an inverse $\mathbf{M}$ such that MA = I: more tomorrow!
- If A not square: start to solve! Math 2 has no other tools.


## LA 2019 lect.\#4: Linear equation systems - example

Example: Back to $x+3 z=2 \& x+3 y+3 z=5$. Subtract eq's to get $3 y=3$ and $x+3 z=2$, one degree of freedom:

- Either choose $z=\mathrm{t}$; then x will be given as $\mathrm{y}=2-3 \mathrm{t}$;
- Or, choose $x=s$; then $z$ will be given as $z=(2-s) / 3$.
- Note: y cannot be chosen freely. All solutions have $\mathrm{y}=1$.

What did I just do to solve ... ?

Matrices: $\left(\begin{array}{lll}1 & 0 & 3 \\ 1 & 3 & 3\end{array}\right)\left(\begin{array}{l}x \\ y \\ z\end{array}\right)=\binom{2}{5} \Leftrightarrow\left(\begin{array}{lll}1 & 0 & 3 \\ 0 & 3 & 0\end{array}\right)\left(\begin{array}{l}x \\ y \\ z\end{array}\right)=\binom{2}{3}$
Next up: write as $\left(\begin{array}{lll|l}1 & 0 & 3 & \mid \\ 1 & 3 & 3 & 5\end{array}\right) \sim\left(\begin{array}{lll|l}1 & 0 & 3 & 2 \\ 0 & 1 & 0 & \mid \\ 1\end{array}\right)$.
(Scaled the last by $1 / 3$, then it says " $y=1$ ".)

## LA 2019 lect.\#4: Linear equation systems; more terminology.

Lots of phrases coming up, some "not exam relevant ${ }^{3 "}$ :
Definition: The augmented coefficient matrix of the equation system $\mathbf{A X}=\mathbf{B}$, is the matrix $(\mathbf{A} \mid \mathbf{B})$ composed by stacking up $\mathbf{B}$ to the right of $\mathbf{A}$. (Like on previous slide.)

- The | is not "completely standard" notation, but recommended to keep left-hand side from right-hand side.

More terminology follows:
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## LA 2019 lect.\#4: Linear equation systems; more terminology.

(reduced) row-echelon form: A matrix is on row-echelon form if:
every row has a leading one
i.e.: first nonzero element $=1$
(leading ones: green)
\&: all zeroes below leading 1 s

$$
\left(\begin{array}{cccccc}
1 & ? & ? & ? & ? & \ldots \\
0 & 1 & ? & ? & ? & \ldots \\
0 & 0 & 0 & 1 & ? & \ldots \\
\vdots & & \ldots & & &
\end{array}\right)
$$

Reduced row-echelon: if furthermore all elements above leading ones, are zero as well: the blue question marks should be 0 .

Good for: An augmented coefficient matrix on row-echelon form:
"easy to solve bottom-up". Example: $\left(\begin{array}{ccc|c}1 & 1 & 3 & 4 \\ 0 & 1 & 4 & \mid \\ 0 & 0 & 1 & 7\end{array}\right)$

Third row says $x_{3}=7$. Second says $x_{2}+4 x_{3}=3$, we solve for $x_{2}=3-4 \cdot 7=-25$. First row says $x_{1}+x_{2}+3 x_{3}=4$, and so $x_{1}=4+25-21=8$.

## LA 2019 lect.\#4: Linear eq. systems on row-echelon form.

Example: $\left(\begin{array}{lll|l}1 & 1 & 3 & \mid \\ 0 & 1 & 4 & \mid \\ 0 & 0 & 0 & 1\end{array}\right)$ Even easier! The leading one for the third row, belongs to the RHS, so the third equation says $0=1$. No solution!

Reduced row-echelon form "has already solved bottom-up".
Example: $\left(\begin{array}{lllll:l}1 & 0 & 2 & 0 & 0 & 4 \\ 0 & 1 & 6 & 0 & 0 & 3 \\ 0 & 0 & 0 & 1 & 0 & 7\end{array}\right) \quad$ (Three eq's, five unknowns)
Leading 1 s are in columns, $1,2,4$. So $x_{1}, x_{2}, x_{4}$ will be determined once the others $\left(x_{3}, x_{5}\right)$ are chosen freely.
(Indeed, $x_{5}$ does not enter at all.) Choose $x_{3}=s, x_{5}=t$, and write out: $x_{4}=7, x_{2}=3-6 s, x_{1}=4-2 s$.

## LA 2019 lect.\#4: Linear eq. systems; Gaussian elimination.

## Gaussian elimination:

- An algorithm to solve linear equation systems, by
- interchanging equations
- scaling equations by nonzero numbers
- adding (a scaling of) an equation to another.
(Subsumes the "isolate and insert" method.)
- These operations can be performed on the equation system, or on the augmented coefficient matrix ${ }^{4}$.
- Yields the full solution ("none" if none exists).
- Exam: if asked to "solve by Gaussian elimination", you shall [next slide]
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## LA 2019 lect.\#4: Linear eq. systems; Gaussian elimination.

## Gaussian elimination:

- Exam: if asked to "solve by Gaussian elimination", you shall
- use the above operations until you can conclude that no solution exists (then stop!) OR until row-echelon form;
- from row-echelon form then on, you can choose whether to solve bottom-up, or to continue Gaussian elimination until reduced row-echelon form ...
- although, if the unknown is not a column vector ( $\mathbf{A X}=\mathbf{B}$, then eliminate until reduced row-echelon form. Should that occur on the exam, you will either arrive at $(\mathbf{I} \mid \mathbf{M})$ so that $\mathbf{X}=\mathbf{M}-$ or at no solution.

You are not required to apply the following cookbook "in order"; as long as you apply the same operations, you can take shortcuts if you find them.

## LA 2019 lect.\#4: Linear eq.; Gaussian elimination cookbook.

Gaussian elimination cookbook:

- If at any point in the below algorithm you get a "zero equal to nonzero" equation: stop, declare "no solution".
- Any zero row is a "zero equal to zero" equation: Delete it.
- Any "variable not appearing" is free if solution exists.

Start at the top-left of $(\mathbf{A} \mid \mathbf{B})$ : first equation and first variable.
Step 0: (If the first column is the null column vector, then move one column to the right; repeat if necessary.)
Step 1: First variable: get a nonzero coefficient in the first eq. by interchanging rows if necessary.
Step 2: Scale the first row by $1 /$ that coefficient.
Step 3: ELIMINATE all nonzeroes underneath this 1 by adding a scaling of row 1. [continued]

## LA 2019 lect.\#4: Linear eq.; Gaussian elimination cookbook.

After Step 3, you have a leading 1 and all zeroes underneath it.
Now you can decare that row (and all above) done, and start over on the section that starts with the next row \& column. Illustration:

$$
\left(\begin{array}{lllll}
1 & ? & ? & \mid & ? \\
\mathrm{Z} & & & & \\
\mathrm{E} & & & & \\
\mathrm{R} & & & & \\
\mathrm{O} & & & &
\end{array}\right) \text { or }\left(\begin{array}{ccccccc}
1 & ? & ? & ? & \ldots & \mid & ? \\
0 & 1 & ? & ? & \ldots & \mid & ? \\
\mathrm{Z} & \mathrm{E} & & & & & \\
\mathrm{R} & \mathrm{O} & & & & \\
\mathrm{E} & \mathrm{~S} & & & &
\end{array}\right)
$$

Step 4: Consider the green section: Jump to step 0, and repeat until no rows left.
Step 5: Solve bottom-up or eliminate "upwards", eliminating everything above leading ones. Then read off the solution.

## LA 2019 lect.\#4: Lin. eq. systems; Gaussian elimination ex. 1

Example 1 w /o matrix notation: Remember the example $x+3 z=2 \& x+3 y+3 z=5$; introduce another equation $x+y+z=0$ for three eq.'s in three unknowns. Write out (aligned vertically):

$$
\begin{align*}
& x+3 z=2  \tag{I}\\
& x+3 y+3 z=5  \tag{II}\\
& x+y+z=0 \tag{III}
\end{align*}
$$

- Steps 0-2: Lucky us, the top-left coefficient is already 1.
- Step 3: Eliminate the other x-coefficients by adding a multiple of the first equation. In this case: -1 of (I) to (II) and (III)
keep this $\quad x \quad+3 z=2$
subtracting (I), we get $\quad 3 y=5-2$
subtr. (I) from (III) as well

$$
\begin{equation*}
y-2 z=0-2 \tag{II'}
\end{equation*}
$$

Now we consider the section $\begin{gathered}3 y=3 \\ y-2 z=-2\end{gathered}$, leaving (I) as-is.

## LA 2019 lect.\#4: Lin. eq. systems; Gaussian elimination ex. 1

Equation 2 says $3 y=3$, so steps $0-1$ done. Step 2: To get a leading 1 , scale by $1 / 3$. We get the equation system:

$$
\begin{array}{rlrl}
\text { done 'til step 5: } & x \quad+3 z & =2 \\
\text { scaled by } 1 / 3 & y & =1 \\
\text { nothing yet } & y-2 z & =-2
\end{array}
$$

Step 3: eliminate the $y$-coefficient from eq. 3 by adding $(-1)$ times (II'). Equation 3 then becomes $-2 z=-5$. We have:

$$
\begin{align*}
x \quad+3 z & =2  \tag{I}\\
y & =1  \tag{II"}\\
-2 z & =-5 \tag{III"}
\end{align*}
$$

Last equation left: step 2 , scale by $(-2 / 5)$ to get $z=5 / 2$ (III"'). Now, each eq. has a leading one. We can either solve bottom-up; $z=5 / 2, y=1$ and $x=2-3 z=-11 / 2$. Or, eliminate upwards: add $(-3)$ of $(I I I ")$ to $(1)$ to eliminate the " $3 z$ ".

## LA 2019 lect.\#4: Lin. eq. systems; Gaussian elimination ex. 2

Exercise for you: write (I)-(III) on matrix form, do the same operations, and compare.
Example 2: With a constant, and .... $\left(\begin{array}{cccc|c}\mathrm{t} & 1 & 0 & 2 & \mid \\ 1 & 2 & 0 & 3 & \mathrm{t} \\ 2 & 3 & 0 & 4 & 5\end{array}\right)$.
(Exercise: write without matrices!)

- Here, $t$ is not an unknown. This is one equation system for each value of $t$.
- Scaling by $1 / t$ ? Then you have to split between cases $t=0$ and $t \neq 0$. Lots of unnecessary extra work.
- Better: Move any division by t "so far into the future as we can". Reordering the one on the RHS is not so bad, we shall not divide by it. So get the first row all the way down!
- Suggestion: get the second row first (no scaling, no fractions)
- but if you prefer, you can just interchange rows 1 and 3 .


## LA 2019 lect.\#4: Lin. eq. systems; Gaussian elimination ex. 2

Notation: ~ for "represents equivalent equation system".
Reordering: $\sim\left(\begin{array}{llll|l}1 & 2 & 0 & 3 & \mid \\ 2 & 3 & 0 & 4 & \mid \\ t & 1 & 0 & 2 & 3\end{array}\right) \underset{\longleftarrow_{+}^{-2}}{\longleftarrow_{+}^{-t}}$
Now eliminate ("step 3"), using the operations indicated:
$\left.\sim\left(\begin{array}{cccc:c}1 & 2 & 0 & 3 & t \\ 0 & -1 & 0 & -2 & 5-2 t \\ 0 & 1-2 t & 0 & 2-3 t & 3-t^{2}\end{array}\right) \right\rvert\, \cdot(-1)$

First row and column done, go on with the | -1 | 0 | $-2 \mid$ | $5-2 t$ |
| :---: | :---: | :---: | :---: |
| $1-2 t$ |  |  |  |
| 0 | $2-3 t \mid$ | $3-t^{2}$ |  | block; the ". $(-1)$ " is step 1 and gets a leading 1 in row 2 :

$\sim\left(\begin{array}{cccc:c}1 & 2 & 0 & 3 & t \\ 0 & 1 & 0 & 2 & 2 t-5 \\ 0 & 1-2 t & 0 & 2-3 t & 3-t^{2}\end{array}\right) \leftarrow_{+}^{-(1-2 t)}$
(If we want to end up with reduced row-echelon form, we could simultaneously subtract 2 of row 2 from row 1!)

## LA 2019 lect.\#4: Lin. eq. systems; Gaussian elimination ex. 2

Last row becomes $\left(0,0,0,2-3 t-2+4 t, 3-t^{2}-2 t+5+4 t^{2}-10 t\right)$ :
$\sim\left(\begin{array}{cccc:c}1 & 2 & 0 & 3 & t \\ 0 & 1 & 0 & 2 & 2 t-5 \\ 0 & 0 & 0 & t & 3 t^{2}-10 t+8\end{array}\right)$
Now on to the last row, and here we have a "step 0 ": from the block $0 t 3 t^{2}-10 t+8$, we move one step to the right.
Then the $t$ forces us to split into cases $t=0$ vs. $t \neq 0$. But that is much easier now than had we done so at the very beginning:

- Case $\mathrm{t}=0$ : Last eq. says $0=8$. No solution!
- Case $\mathrm{t} \neq 0$ : now we can divide by t , and the last row becomes $\left(0,0,0,1,3 t-10+8 t^{-1}\right)$, i.e. $x_{3}=3 t-10+8 t^{-1}$. Now solve bottom-up (or eliminate upwards, if you prefer).
- In the end, make sure you do not use the letter $t$ for degree of freedom - in this problem, that is already used.
- In fact, $x_{3}$ does not enter the system! You could already at the very beginning conclude " $x_{3}$ free if a solution exists at all".


## LA 2019 lect.\#4: Lin. eq. systems; Gaussian elimination ex. 3

Example 3 (bigger), most likely skipped in the interest of time:
$\left(\begin{array}{lllll}0 & 0 & 0 & 1 & 2 \\ 4 & 2 & 4 & 3 & 4 \\ 2 & 2 & 2 & 2 & 4 \\ 3 & 4 & 3 & 5 & 6\end{array}\right)\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3} \\ x_{4} \\ x_{5}\end{array}\right)=\left(\begin{array}{l}4 \\ 3 \\ 2 \\ 1\end{array}\right)$.
No "step 0", as there is some nonzero in the first column. Step 1: to get a nonzero in element (1,1), interchange row 1 with e.g. 3. In step 2 , scale by $1 / 2$, and then step 3 is indicated:


## LA 2019 lect.\#4: Lin. eq. systems; Gaussian elimination ex. 3

Step 3, the elimination, slowly: The " -4 " is what it takes to eliminate element \# $(2,2)$. The " -3 " eliminates element \# (4,2).
Element \# $(3,2)$ is already zero. The first row is kept!
$\left.\left(\begin{array}{lllll:l}1 & 1 & 1 & 1 & 2 & 1 \\ 4 & 2 & 4 & 3 & 4 & 1 \\ 0 & 0 & 0 & 1 & 2 & 1 \\ 3 & 4 & 3 & 5 & 6 & 1\end{array}\right) \longleftrightarrow_{+}^{-4} \longleftrightarrow_{+}^{-3}\right]_{+}^{\sim}\left(\begin{array}{ccccc:c}1 & 1 & 1 & 1 & 2 & 1 \\ 0 & -2 & 0 & -3 & -4 & -1 \\ 0 & 0 & 0 & 1 & 2 & 4 \\ 0 & 1 & 0 & 2 & 0 & -2\end{array}\right)$
Now we are done with the first two columns, and the first row.

Keep these, and return to step 0 on the block | -2 | -3 | -4 | -1 |
| :---: | :---: | :---: | :---: |
| 0 | 1 | 2 | 4 |
| 1 | 2 | 0 | -2 | .

Nothing to do in steps 0,1 ; for step 2 , scale by $-1 / 2$, and then:

$$
\left(\begin{array}{ccccc:c}
1 & 1 & 1 & 1 & 2 & 1 \\
0 & 1 & 0 & 3 / 2 & 2 & 1 / 2 \\
0 & 0 & 0 & 1 & 2 & 4 \\
0 & 1 & 0 & 2 & 0 & -2
\end{array}\right) \longleftrightarrow_{+}^{-1} \sim\left(\begin{array}{ccccc:c}
1 & 1 & 1 & 1 & 2 & 1 \\
0 & 1 & 0 & 3 / 2 & 2 & 1 / 2 \\
0 & 0 & 0 & 1 & 2 & 4 \\
0 & 0 & 0 & 1 / 2 & -2 & -5 / 2
\end{array}\right)
$$

## LA 2019 lect.\#4: Lin. eq. systems; Gaussian elimination ex. 3

Return to step 0 on the block | 0 | 1 | 2 |  |
| :---: | :---: | :---: | :---: |
| 0 | $1 / 2$ | -2 | 4 |
| $-5 / 2$ |  |  |  | . Here is where step 0 is used: the first column of that block is all zeroes; move one step to the right and consider $\left.\begin{array}{cc}1 / 2 & 2 \\ 1 & -2\end{array} \right\rvert\,-5 / 2$. No steps $0 / 1 / 2$; step 3 : subtract half of the third ( $=$ first of these two) from the last:

$\left(\begin{array}{ccccc:c}1 & 1 & 1 & 1 & 2 & 1 \\ 0 & 1 & 0 & 3 / 2 & 2 & 1 / 2 \\ 0 & 0 & 0 & 1 & 2 & 4 \\ 0 & 0 & 0 & 1 / 2 & -2 & -5 / 2\end{array}\right){\underset{+}{+}}_{-1 / 2}^{\sim}\left(\begin{array}{ccccc|c}1 & 1 & 1 & 1 & 2 & 1 \\ 0 & 1 & 0 & 3 / 2 & 2 & 1 / 2 \\ 0 & 0 & 0 & 1 & 2 & 4 \\ 0 & 0 & 0 & 0 & -3 & -9 / 2\end{array}\right)$

Finally, consider the last row: "Step 1", scale by $-1 / 3$ to get the row ( 00001 | $3 / 2$ ), obtaining the staircase ("row-echelon form")
$\left(\begin{array}{ccccc:c}1 & 1 & 1 & 1 & 2 & 1 \\ 0 & 1 & 0 & 3 / 2 & 2 & 1 / 2 \\ 0 & 0 & 0 & 1 & 2 & 4 \\ 0 & 0 & 0 & 0 & 1 & 3 / 2\end{array}\right)$
(Note: Ever row has a "leading 1".)
$x_{3}$ does not correspond to a leading 1 , and will be free.

## LA 2019 lect.\#4: Lin. eq. systems; Gaussian elimination ex. 3

Step 5! The "solve bottom-up" alternative is straightforward, once we have put $x_{3}=t$ (free)? Last row says $x_{5}=\frac{3}{2}$. Row 3 says $x_{4}+2 x_{5}=4$, so $x_{4}=4-3=1$. Row 2 : $x_{2}=\frac{1}{2}-\frac{3}{2} x_{4}-2 x_{5}$ $=-4$. And finally the first row: $x_{1}=1-x_{2}-x_{3}-x_{4}-2 x_{5}$; here $x_{3}$ enters! Inserting, we get $x_{1}=1+4-t-1-3=1-t$. Solution: $\mathrm{x}=\left(1-\mathrm{t},-4, \mathrm{t}, 1, \frac{3}{2}\right)^{\prime}$.

Step 5, the "eliminate upwards" alternative: exercise!

## LA 2019 lect.\#4: Ex. 4: AX = B, elim'd to reduced row-echelon

Example 4: $\left(\begin{array}{lll}1 & 1 & 2 \\ 1 & 2 & 4 \\ 3 & 3 & 5\end{array}\right) \mathbf{X}=\left(\begin{array}{ll}1 & 2 \\ 3 & 2 \\ 1 & 0\end{array}\right)$.

"Cookbook" says change sign and subtract; here, I add first.
Afterwards also changing sign on row 3 , we will get:

The latter says: $\mathbf{I}_{3} \mathbf{X}=\left(\begin{array}{cc}-1 & 2 \\ -2 & -12 \\ 2 & 6\end{array}\right)$.

## LA 2019 lect.\#4: Ex. 5 \& 6: AX = B, eliminated to ... ?

Example: What about $\left(\begin{array}{lll}1 & 1 & 2 \\ 1 & 2 & 4 \\ 3 & 3 & 5\end{array}\right) \mathbf{X}=\mathbf{I}_{3}$ ?
Exercise!

Example: $\left(\begin{array}{lll}1 & 1 & 2 \\ 1 & 2 & 4 \\ 1 & 3 & 5\end{array}\right) \mathbf{X}=\left(\begin{array}{ll}1 & 2 \\ 3 & 2 \\ 1 & 0\end{array}\right) . \quad$ (Changed: element $a_{31}$.)

$$
\left(\begin{array}{lll|ll}
1 & 1 & 2 & 1 & 2 \\
1 & 2 & 4 & \mid & 3 \\
1 & 3 & 5 & 1 & 0
\end{array}\right) \underset{+}{\longleftarrow_{+}^{-1}}{ }_{+}^{-1} \sim\left(\begin{array}{ccc|cc}
1 & 1 & 2 & 1 & 2 \\
0 & 1 & 2 & \mid & 2 \\
0 \\
0 & 2 & 4 & 0 & -2
\end{array}\right) \bigsqcup_{+}^{-1}
$$

Last row becomes ( $0000 \mid-2-2$ ). No solution!
(If you want it related to the "cookbook": scale the latter to ( $000 \mid 11$ ) and see that the leading " 1 " belongs to the right-hand side!)


[^0]:    ${ }^{1}$ assuming you can actually consume negative amounts
    ${ }^{2}$ what if $p_{1}=0$ ? Then choose some other non-free good to solve for. Works unless $\mathbf{p}=\mathbf{0} \ldots$ in which case, what happens?

[^1]:    ${ }^{3}$ At the exam, you will not be asked "what is row-echelon form?" or "what are elementary row operations?" - what you need to, is do the work. But we need the language for teaching ...
    You will not be asked "what is Gaussian elimination?", but you could be asked, e.g.: "Solve [...] by Gaussian elimination", and then you must use that method - which means you must know which method it refers to.

[^2]:    ${ }^{4}$ On the matrix, they are called "elementary row operations". I will use that term, you only need to know the recipe.

