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I References to Davidson and MacKinnon,

I Ch 8.1-8.3, since tests of exogeneity make use of IV-estimation
(but just need the rudimentary her, we shall return to IV
estimation in a separate lecture later)

I Ch 8.7 in particular (Durbin-Wu-Hausman test)
I Ch 15.3 on the relationship between tests of exogeneity and

encompassing tests (for non-nested hypotheses). Skip that at
this point. Come back to it up after lectures about IV and
system estimation.

I About background: We assume familiarity with OLS bias (in
simple regression model) due to simultaneity, rational
expectations variables and measurement errors, at the level of
Lecture 17,18 and 19 in ECON 4150 spring 2013, see

I the course web page, and.
I lecture note posted together with this slide set.
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The VAR and exogeneity I

I We have seen that a VAR (intercepts omitted for simplicity):(
Yt

Xt

)
︸ ︷︷ ︸

yt

=

(
π11 π12

π21 π22

)
︸ ︷︷ ︸

Π

(
Yt−1
Xt−1

)
︸ ︷︷ ︸

yt−1

+

(
εyt
εxt

)
︸ ︷︷ ︸

εt

, (1)

is a stationary vector process and a stable dynamic system if
and only if εt is stationary and the eigenvalues of Π are less
than one in magnitude The eigenvalues are the roots of

|Π− λI| = 0 (2)

I Examples of stationary εt processes are

I εyt and εxt are stationary AR or ARMA processes
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The VAR and exogeneity II

I Both εyt and εxt are “white-noise” but possibly correlated in
period t

I εt ∼ IN(0, Σ)
I For simplicity we subsume the two last in the term Gaussian

VAR

I Stationary VARs are “easy to estimate” and use for inference
since OLS on each row gives (approximate) MLE

I In each “row regressions” the regressors Yt−1 and Xt−1in a
Gaussian VAR are predetermined: They are correlated with
past disturbances, but not current and future disturbances

I There are no strictly exogenous regressors in a VAR.
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Exogeneity in conditional model of VAR I

I In lecture 3 and Lecture note 4 we saw that the ADL model

Yt = φ1Yt−1 + β0Xt + β1Xt−1 + εt (3)

together with the second row in the VAR:

Xt = π21Yt−1 + π22Xt−1 + εxt (4)

give a regression model representation of the VAR, in terms of
a conditional model (3) and a marginal model (4). Note
that

E (εt | εxt) = 0 (5)
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Exogeneity in conditional model of VAR II

by the construction of the model:

εt ≡ εyt −
σxy
σ2
x

εxt (6)

But then (for the Gaussian VAR)

Cov(εt−i , εxt−j ) = 0 for all i and j (7)

I Consquence: The regressors in (3), including Xt , are
predetermined.

I If π21 = 0, Xt is also uncorrelated with past εt−j
disturbances, and Xt is a strictly exogenous regressor (for the
Gaussian VAR).
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Simultaneous equations model and lack of exogeneity I

I An simultaneous equations model (SEM) of the 2-variable yt
process is[

1 b12,0
b21,0 1

] [
Yt

Xt

]
=

[
b11,1 b12,1
b21,1 b22,1

] [
Yt−1
Xt−1

]
+

[
εy ,t
εx ,t

]
(8)

where εy ,t and εx ,t are contemporaneously uncorrelated
Gaussian disturbances εt ∼ IN(0, Ω) where the off-diagonal
elements are zero: ωxy = ωyx = 0,

I If we write out the first row of this SEM we get:

Yt = b11,1Yt−1 + b12,0Xt + b12,1Xt−1 + b11,1Yt.1 + εy ,t (9)

I From of (8) we see that Xt must be correlated with εy ,t
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Simultaneous equations model and lack of exogeneity II

I In (9) Xt is cannot be a predetermined variable, even if (9)
looks like a dynamic regression model.

I The only exception is when b21,0 = 0 (we shall come back to
this later under the heading recursive system)
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Exogeneity paradox I

I We find ourselves in the paradoxial situation that a variable
Xt can be “exogenous” in one econometric model, but “not
exogenous” in another econometric model!

I In order to clarify this conundrum, at the conceptual level,
modern econometrics distinguishes between different concepts
of exogeneity:

I Weak exogeneity (WE)

I Strong exogeneity (StE)

I Super exogeneity (SuE)

I Strict exogeneity or pre-determinedness (which we are familiar
with, but which also lead to the paradox)
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Weak exogeneity I
(1) can be re-parameterized as:

Yt = φ1Yt−1 + β0Xt + β1Xt−1 + εt . (10)

Xt = π21Yt−1 + π22Xt−1 + εxt (11)

where (φ1, β0, β1) depend on the parameters of the joint
distribution of Yt and Xt as shown, and εt is derived from the VAR
disturbances εx ,t and εy ,t . See Lecture note 3 for the details.

I This model of the VAR corresponds to the factorization of the
joint density:

f (Xt ,Yt ; θ) = f (Y | Xt ; θ1) · fx (Xt ; θ1) (12)

where the explicit conditioning on Xt−1 and Yt−1 is omitted
to save notation
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Weak exogeneity II
I Let θ denote the parameters of the joint density. θ1and θ2 are

the parameters of conditional and marginal densities.

θ = [π11,. . . ,π22, σ2
y , σ2

x , σxy ]
′ (13)

θ1 = [ φ1, β0, β1, σ2]
′

(14)

θ2 = [π21,π22, σ2
x ]
′
. (15)

I Weak exogeneity (WE) is the case where statistically efficient
estimation and inference can be achieved by only considering
the conditional model and not taking the rest of the system
into account.

I With WE there is no loss of information by abstracting from
the marginal model.

I WE is defined relative to the parameters of interest.
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Weak exogeneity III

I The parameter of interest can be θ or a sub-set.

Let ψ denote the vector with parameters of interest. Xt in the
conditional model is weakly exogenous if

1. ψ = g(θ1), ψ depends functionally on θ1 and not on θ2.

2. θ1 and θ2 are variation free (free to take any values)

Heuristically we will think of 1. as the condition that secures that
there is no direct dependence of ψ on θ2 and 2. as a condition that
secures that there are no indirect (e.g. cross-restrictions)
dependence between θ2 and ψ.

Example

Set ψ = β0. Xt is WE because both 1 and 2 is fulfilled.
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Weak exogeneity IV

(In fact, xt in (10) is WE with respect to the whole vector
ψ = θ1 = [ φ1, β0, β1, σ2]

′
.)

Example

If ψ = (λ1, λ2), the eigenvalues of the companion matrix, then Xt

is not WE, since ψ is a function of π12 and π22 which belongs to
θ2.
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Strong exogeneity and Granger non-causality I

The purpose of an econometric study is often to find the dynamic
effects on one economic variable (Yt) of a change in a variable
(Xt) “elsewhere in the economy”.
As we have seen, these effects can be found as

∂Yt+s

∂Xt

from the solution of (10) for period t + s, conditional on period t:

Yt+s = β0Xt+s + (β1 + φ1β0)Xt+s−1 + φ1(β1 + φ1β0)Xt+s−2

+ φ2
1(β1 + φ1β0)Xt+s−3 + . . . + φs

1Yt (16)
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Strong exogeneity and Granger non-causality II

s = 0,
∂Yt

∂Xt
= β0

s = 1,
∂Yt+1

∂Xt
= (β1 + φ1β0)

s = 2,
∂Yt+2

∂Xt
= φ1(β1 + φ1β0)

s = j ,
∂Yt+j

∂Xt
= φj−1

1 (β1 + φ1β0)

If Yt is not Granger-causing Xt , meaning

Yt−1 9 xt ⇐⇒ π21 = 0 in (1)

the multipliers give the correct effect on Yt+s of an independent
change in Xt .
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Strong exogeneity and Granger non-causality III

Definition (Strong exogeneity)

Xt is strongly exogenous, (StE) if Xt is WE in (10) and Yt is not
Granger-causing Xt .

16 / 29



References The VAR, models of the VAR and exogeneity Exogeneity concepts Exogeneity tests

Super exogeneity (autonomy and invariance) I

I If a change in θ2 does not affect θ1 we say that θ1 is invariant
or autonomous with respect to che change in θ2.

I Autonomy implies that the parameter θ1 of the conditional
model remains a constant also when the parameter of the
marginal model is a non-constant function of time.

I For example θ2 can be constant over one time period,
corresponding to one “regime”, and then change to a new
level, temporarily, or more permanently. The change can be
fast or slow. In such cases we speak of structural breaks in
the marginal model. The term intervention is also common.
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Super exogeneity (autonomy and invariance) II

Definition
Xt is super exogenous (SuE) in (10) if Xt is WE and the
parameters (φ1, β0, β1,σ2) are invariant with respect to structural
breaks in the marginal model (11).

I For the bivariate normal case (φ1 = β1 = 0 in ADL) we have
that SuE of Xt requires

σxy = β0σ2
x , (17)

since only then can β0 be unaffected by changes in σ2
x , for

example an intervention in the marginal model. Similar
conditions is true for ADL and other multivariabe models.

I Note that super-exogeneity does not require strong exogeneity.
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Super exogeneity (autonomy and invariance) III

Further remarks:

I While there is nothing hindering that a condition like (17)
may hold, there also nothing that “makes it hold”.

I Invariance is a relative concept: A conditional model can have
parameters that are super exogeneous with respect to certain
interventions structural breaks, but not all.

I All models break down sooner or later!

I It it not obvious that all structural breaks (in the marginal
model) affect β0 or other “derivative coefficients”. Might be a
strong incidence of structural breaks that mainly affect
conditional mean, i.e., the constant term (which we have
abstracted from for simplicity her)—Return to that when we
discuss forecasting.
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Super exogeneity (autonomy and invariance) IV

I The Lucas-critique states that (17) never holds: Policy
analysis should never be based on a conditional model—it
gives the wrong answer to the question“what happens to Yt

when Xt is changed?”

I See Lecture note on Lucas-critique

I If the conditional model does not have super exogenous
variables, it may well be that another parameterization, i.e.,
another econometric model of the VAR has parameters that
are invariant. This is the constructive part of the Lucas’
critique:

I Estimate models where the parameters of interest are
coefficients of variables that are subject to rational
expectations
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Super exogeneity (autonomy and invariance) V

I These coefficients will (according to this theory) be “deep
structural parameters” and will have a high degree of
invariance.

I We understand that invariance is a more general property
than SuE, which only to conditional models,

I Invariance of the parameters of a structural equation with
respect to structural breaks elsewhere in the economic system
is a desireable property of any econometric model of parts of
the system.
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Strict exogeneity and pre-determinedness I

I WE, StE and SuE are different from the older concepts of
exogeneity in that they are defined relative to the purpose
of the econometric model and also relative to parameters of
interest.

I For reference, those older concepts that we are now fell
familiar with are:

I Strict exogeneity (disturbances uncorrelated with any
randomness in the DGP that generated Xt)

I and the pre-determinedness secured by sequential conditioning
(the work-horse of time series econometrics)

I One reconciliation of views may be that in several situations it
pays off to be clear about parameters of interest—as the
Lucas critique shows:
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Strict exogeneity and pre-determinedness II

I If the parameters of interest is given by the rational
expectations model then Xt cannot be weakly exogenous

I Even if Xt is predetermined in the condition model

23 / 29



References The VAR, models of the VAR and exogeneity Exogeneity concepts Exogeneity tests

Testing exogeneity—overview I

I Weak exogeneity.

I In the case of stationary time series one could say that WE is
implied by the model specification:

I If the parameters of interest are “in” the conditional model
(ADL for example), then the variables of the model are WE

I That said, the a well known exogeneity test like the
Durbin-Wu-Hausman test (DM Ch 8.7) can be interpreted as a
test of WE (see below)

I In the case of non-stationary time series modelling WE is
testable more generally (but this ss for ECON 5101).

I Strong exogeneity

I Granger non-causality is testable in a stationary VAR

I Super exogeneity
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Testing exogeneity—overview II

I Lack of invariance with respect to structural breaks
(interventions) that have occurred in the sample is a testable
hypothesis. We will see specific examples later.

I When the model “under test” is a conditional model, these
invariance tests are tests of super exogeneity.

I But invariance tests are also relevant for the parameters in an
equations in a simultaneous equation model, and other deep
structural parameters (Euler equations for consumption , NPC
for inflation).

I Given so called overidentification—testing is possible and the
statistics have power but this is for coming lectures and
Computer classes
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The DWU test

Durbin-Wu-Hausman test I

I The DWH test presented in section 8.7 in DM

I In line with the original motivation of the test, the exposition
is in terms of the difference between two MM estimators of β
in

y = Xβ + ε (18)

I one is the OLS estimator β̂OLS that we know well and the

other is the Instrumental Variables, IV estimator β̂IV that
many of you will have seen examples of in your introductory
course in econometrics. (But since we have not covered it yet
in this course we included reference to preceding sub-sections
in Ch 8 in DM).
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The DWU test

Durbin-Wu-Hausman test II
I First a clarification that DM omits: Since hypotheses are

formulated about parameters, the test situation here is

H0: plim(β̂IV − β̂OLS ) = 0 against H1 : plim(β̂IV − β̂OLS ) 6= 0

I Without knowing too much about IV-estimation yet, we can
ask: Where should any significant difference between β̂OLS

and aother MM estimator β̂IV come from?

I The answer must be: from the rest of the system! Or in other
words, form the marginal model of the variables in X in (18).

I Intuitively we can therefore test H0 by estimating the marginal
model for X by OLS, calculate fitted value of X from that
marginal model and then testing if those predicted values are
significant when added to the original model (18) as
additional regressors.
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The DWU test

Durbin-Wu-Hausman test III

I This is the interpretation of the algebra on page 340-341
where PW is a prediction-maker (orthogonal projection)
matrix like in Lecture note 1 (Dm Ch 1 and 2) but from the
marginal model not (18). That’s why PW is in terms of a W
matrix with instruments (not X).

I Since the is a W residual maker which is orthogonal to PW

another way of implementing the test is to add the residuals
from the marginal models to the regression and test of they
are significant.

I In either version, the interpretation of a significant test
outcome is that the marginal model contains information
about β, meaning the Weak-exogeneity is rejected.
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The DWU test

Durbin-Wu-Hausman test IV

I In practice the test is an OLS based F-test where the first
degree of freedom is the number of “suspected” endogenous
explanatory variables in (18).

I If we want we can interpret it as a LM-test since we only
estimate the model under the null hypothesis of WE.

I Example in class.
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