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Question A (1/3)

1. Consider the regression model

(1) Yt = φ0 + βXt + εt

where Yt andXt are random variables, and where εt has the classical properties
of a regression model disturbance. Explain briefly, what is meant by the
following two exogeneity concepts:

(a) Weak exogeneity of Xt with respect to the parameters of interest, φ0 and
β.

(b) Super exogeneity of Xt.

2. Assume that the regression model is not (1), but

(2) Yt = φ0 + φ1Yt−1 + β1Xt + εt,

and that the parameters of interest are the characteristic root(s) that deter-
mine whether Yt is a weakly stationary (covariance stationary) time series
variable or not. Is, in general, Xt weakly exogenous in this case? Motivate
your answer.
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3. Consider an econometric equation for Yt {Yt; t = 1, 2, . . . , T} with k explana-
tory variables. The equation can be written in matrix notation as

(3) y = Xβ + ε

The vector y is T × 1 and the matrix X is T × k. ε is the T × 1 disturbance
vector. β is the k × 1 coeffi cient vector.

In each of the three cases below, give, without proofs, the expression for the
consistent and asymptotically effi cient method of moments estimator of β.
Assume E(ε) = 0 in all cases:

(a) E(εε′) = σ2I, where I is the identity matrix of dimension T × T, σ2 > 0,
and plim( 1

T
X′ε) = 0.

(b) E(εε′) = σ2I, and plim( 1
T
X′ε) 6= 0, plim( 1

T
W′ε) = 0, plim( 1

T
W′X) =

ΣWX (invertible) and plim( 1
T
W′W) = ΣWW (positive definite) where

the matrix W is T × k.
(c) As in (a), but E(εε′) = σ2I is replaced by E(εε′) = σ2Ω, where Ω is a

symmetric and positive definite T × T matrix.

Question B (2/3)

In this exercise, we shall first consider the following open VAR, often called a VAR-X,
with two exogenous variables, Z1 and Z2:

(
Yt
Xt

)
=

(
a10
a20

)
+

(
a11 a12
a21 a22

)(
Yt−1
Xt−1

)
+

(
γ11 γ12
γ21 γ22

)(
Z1,t
Z2,t

)
+

(
ε1,t
ε2,t

)
(4)

εt = (ε1t, ε2t)
′
is bivariate normal with E(εt) = 0 and V ar(εt) = Ω.

1. It can be shown that (you are not supposed to show this) if we multiply on
both sides of the equality sign by the matrix

B =

(
1 −b12
−b21 1

)
(4) can be written as a simultaneous equation system in the two variables Yt
and Xt:

Yt − b12Xt = π10 + π11Yt−1 + π12Xt−1 + η11Z1,t + η12Z2,t + ε1t(5)

−b21Yt +Xt = π20 + π21Yt−1 + π22Xt−1 + η21Z1,t + η22Z2,t + ε2t(6)

where all the parameters of the SEM in (5) and (6) are functions of the para-
meters of the reduced form VAR system in (4). Discuss the identification of
the two equations in the following two cases:
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(a) η11 = 0 and η22 = 0

(b) π12 = 0, π21 = 0 and η22 = 0

2. Which estimation method would you use to estimate the parameters of (5)
and(6) in the cases where you have concluded that one or both of the equations
are identified? Does it matter for your choice of estimation method whether
the two structural disturbances ε1t and ε2t are contemporaneously uncorrelated
or not?

3. For the remaining questions, we consider the case of a closed VAR (corre-
sponding to setting γ11 = γ12 = γ21 = γ22 = 0 in (4)). At the end of the
question set, you find OLS estimation results for such a VAR.

Use the relevant results to test, first, the null hypothesis that Y is not Granger-
causing X, and, second, that X is not Granger-causing Y .

4. Based on your answer in 3., explain why Xt can be regarded as strongly ex-
ogenous in the ARDL model:

(7) Yt = β0 + ρYt−1 + β1Xt + β2Xt−1 + εt

5. Under Estimation results for question B you also find results for the estimation
of the ECM version of (7), together with a marginal model for ∆Xt.

(a) The endogenous variables are different in the two models. The numbers
of parameters are also different. Nevertheless, the “log-likelihood”is the
same in the VAR as in the second model. Why is that?

(b) The VAR residuals are correlated contemporaneously, as the results show.
Will the disturbances of the ECM equation and the marginal model for
∆Xt, in the second model, also be contemporaneously correlated?

6. Assume that we get to know that Yt and Xt are I(1) variables. Under this
assumption, and using the estimation results at the end of the question set,
show that the null-hypothesis of no long-run relationship between Yt and Xt

can be rejected.

For reference: the 5 % critical value of the relevant test statistic is −3.21, and
the 1 % critical value is −3.79.

7. What is the estimated long-run effect on Yt of a change inXt? What additional
results would you need to be able to construct a confidence interval for that
parameter, and how would you proceed?
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Estimation results for question B.
Results for question B3 and B4.
Estimation method is OLS

Memo: Residual diagnostics (have been omitted to save space) do not give
any indication of misspecification of the two equation’s disturbances. They can be
assumed to be white-noise.

Results for question B5-B7.
Estimation method is OLS
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