
Exam in: ECON 4160: Econometrics: Modelling and Systems Esti-
mation

Day of exam: 25 November 2015

Time of day: 09:00– 12:00

This is a 3 hour school exam.

Guidelines:
In the grading, question A will count 30%, and question B will count 70%
.

Question A (30 %)

1. Assume that the conditional expectation of Y grows linearly with X.
Consider the n variable pairs (Y1, X1), . . . , (Yn, Xn), and assume that
the variable pairs are mutually independent and have identical normal
distributions. In this case, what are the expressions for the maximum
likelihood estimators of the two parameters

∂

∂Xi

E(Yi | Xi) and V ar(εi | Xi) = σ2 ?

Answer: ∂
∂Xi

E(Yi | Xi) is the partial derivative of E(Yi | Xi) which
is linear in parameters, and therefore E(Yi | Xi) = β0 + β1Xi and
∂
∂Xi

E(Yi | Xi) =: β1 for example. Based on the assumptions given, the

MLE of β1 is therefore the OLS estimator β̂1 =
∑n

i=1(Xi−X̄)Yi/
∑n

i=1(Xi−
X̄)2.

εi is the disturbance term in the model equation Yi = β0 + β1Xi + εi.
V ar(εi | Xi) = σ2 says that the conditional variance of the disturbance
is independent of X (homoscedasticity). Based on the information
given, the MLE of σ2 is therefore σ̂2 = n−1

∑
ε̂2i where εi =: Yi − β̂0 −

β̂1Xi with OLS estimators β̂0 and β̂1.

2. How can you estimate the parameter ∂
∂Xi

E(Yi | Xi) effi ciently, if the
assumption V ar(εi | Xi) = σ2 is changed to V ar(εi | Xi) = σ2X2

i ?
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Answer:With heteroscedastic error of this particular type, the MLE
estimator can be found by estimating the following model equation by
OLS

Yi
Xi
Vi

= β0
1

Xi
Wi

+ β1 +
εi
Xi
ei

this is because V ar( εi
Xi
| Xi) = V ar( εi

Xi
| Xi) = 1

X2
i
V ar(εi | Xi) = σ2,

meaning that in the model that regress Vi onWi and a constant “back”
in the homoscedastic model of (1). The effi cient estimator of β1 is
therefore the OLS estimator, call it β̃1, of the constant term in the
transformed model. This estimator is also known as weighted least
squares, which is an example of GLS.

It can be written as (but this is not asked for)

β̃1 = V̄ − β̃0W̄

where β̃0 is the OLS estimator of the slope coeffi cient in the transformed
model.

3. Assume that the relationship

(1) Yi = β1 + β2Xi + ε1i,

is an equation in a model consisting of two equations. Discuss identifi-
cation and estimation of the parameter β2 in the following three cases:
(We denote parameters in the second equation by γj in all three cases,
and that the only unobservable variables are disturbances.)

(a) The second equation is

(2) Zi = γ0 + γ1Xi + ε2i

and we assume Cov(ε1i, ε2i) = ω12 6= 0, and thatXi is uncorrelated
with both disturbances.
Answer: A discussion of identification is based on a classification
of variables as endogenous and exogenous. In this case a reason-
able classification is the Y and Z are endogenous, while X (as a
conditioning variable) is exogenous. Based on that, and since the
covariance between the disturbances is unrestricted, (1) and (2) is
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a “system of regression equations”(it could be the reduced form
of a SEM for Yi and Zi for example). β2 is identified in this case
and the simple OLS estimator of the parameter is consistent and
effi cient (since the right hand side variable is the same in both
equations, in fact GLS “reduces to”and becomed identical with
OLS in this case).

(b) The second equation is

(3) Xi = γ0 + ε2i

and we assume ω12 = 0.
Answer: In this case, the reasonable classification is that Y and
X are endogenous. However, since ω12 = 0, the rank and order
conditions do not apply. (1) and (3) are equations of a recursive
model, and again OLS on (1) gives a consistent estimator of β1.

(c) The second equation is

(4) Xi = γ0 + γ1Yi + γ2Z1i + γ3Z2i + ε2i

and we assume ω12 6= 0.
Answer: There are two equations in the model and five variables:
Y , X,Z1, Z2 and Constant. We base our answer on the premise
that Y and X are endogenous, while Z1 and Z2 are exogenous
and uncorrelated with both disturbances. Since the correlation
between the two disturbances is unrestricted, the rank and order
conditions apply. If both γ2 6= 0 and γ3 6= 0, equation (1) is
overidentified on the rank condition. 2SLS is then a consistent
estimator of β1 which uses the two instrumental variables in an
optimal way (combine them in a way that gives the best linear
predictor of Xi). 2SLS is however not statistically effi cient since it
does not take account of the correlation between the disturbances.
Based on an (extra) normality assumption, FIML is more effi cient
than 2SLS.

4. In case 3(b) and 3(c), is the second equation of the model identified?

Answer: Yes in (b) because of recursiveness. No in (c) (order and
rank conditions)
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Question B (70 %)

We have collected annual data for hourly wages in Norwegian manufacturing
for the period 1970 to 2013. We also have data for the value of labour
productivity in this sector. In the print-out from PcGive in Table 1, we
denote the logarithms of these two variables as LW (wages) and LZ (value of
labour productivity) respectively.

1. Explain why the evidence in Table 1 gives reason to conclude that both
LW and LZ are integrated of order one, I(1). (You can consider the
degree of augmentation as a given thing).

Table 1: Augmented Dickey-Fuller (ADF) tests to determine the order of
integration of LWt and LZt.

Answer: In the upper part of the table the null hypothesis is that
LW and LZ are I(1). By using the relevant “t-adf”values (for LW in
particular the D-lag 1 row column) we conclude the unit root hypothesis
is not rejected for any of the variables.
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It is not expected, but would be positive extra if students comment on
the role of deterministic augmentation (Constant + trend) as a way of
obtaining a well behaved test, for example allowing for a trend in the
series both under the null and the alternative.

In the bottom part the null hypothesis is that the differences of LW
and LZ are I(1), and this hypothesis is rejected for both. So the overall
conclusion is that they are both I(1).

2. According to theory, the system of collective wage bargaining in Nor-
way creates a long-run dependency between the hourly wage and the
manufacturing firms’ability to pay, as measured by the value of labour
productivity.

To test this theory, we estimate the following Engle-Granger regression
by OLS:

(5) LWt = β0 + β1LZt + ut, t = 1970, ...., 2013

where ut is the disturbance. In the print-out in Table 2, the residual
from the Engle-Granger regression has been labeled EGLWresiduals.

Use the results in Table 2 to form a conclusion about whether the theory
of a long-run relationship between LW and LZ is supported or not. The
critical values of the Engle-Granger test of no long-run (cointegrating)
relationship are: 5% = −3.33, and 1% = −3.90. As part of your
answer, explain why you use these critical values, instead of the critical
values for the ADF tests given in Table 1.
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Table 2: Results for an Engle-Granger regression between LWt and LZt, and
unit-root tests for the disturbance of that regression.

Answer: The null hypothesis of no cointegration implies that ut is I(1)
so a relevant test is an ADF test. However in place of the unobservable
ut we use the OLS residuals, and this explains why the critical values
are larger in absolute value here than in an ADF for an observable
variable. Briefly explained this is because, also under the null of no-
relationship, the residuals will “look more”stationary since OLS always
finds the best fitting linear relationship in any given sample. Hence,
the location of the Enge Granger test of no realtionship is shifted to the
left as more regressors are included in the hypothesized cointegratiion
regression. Failure to account for this is one aspect of the spurious
regression case. In this case, the test does not reject the null hypothesis
of no relationship.

3. An alternative test for the null hypothesis of no long-run relationship
can be based on a conditional equilibrium correction model (ECM).
You find estimation results for such a model in Table 3. In that print-
out, the variables DLW and DLZ are the differences of LW and LZ, for
example DLW=LW-LW_1, where LW_1 denotes the first lag of LW.

The ECM of LW also includes two other conditioning variables: DLKPI,
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which is the inflation rate, and DLNH, which is the change in the length
of the normal working day. It is relevant to condition on these two
variables because compensation for increases in the cost of living, and
for shorter-hours is part of the bargaining between the unions and the
firms. We base our analysis on the assumption that DLKPI and DLNH
are I(0) variables.

(a) Based on the results in Table 3, and the information that the rele-
vant 1% critical value for the ECM-test of no relationship is−3.29,
explain why it is reasonable to conclude that LW is cointegrated
with LZ.
Answer: The value of the ECM-test for no cointegration is found
as -5.31, which is strongly significant when judged against the 1
% critical value of −3.29.

(b) Can you give some intuition on why the evidence in support of
cointegration may be stronger when we use the ECM-test than
when the Engle-Granger test is used?
Answer: In the lectures and in the book we learn about the
common factor restrictions that are implicit in the Engle-Granger
test. This restriction essentially entails that the short-run effect
of an increase in LZ is the same as the short-run effect. From the
results we see that is far from the case here. A known implica-
tion of invalid common factor restrictions is that the power of the
Engle-Granger test will be lower than the power of the ECM-test.
Another feature worth noting is that DLKPI (in particular), but
also DLH are highly significant. Inclusion of these variables may
also increase the power of the test.

(c) Use the results to find the estimated long-run elasticity of the wage
level (W) with respect to the value of labour productivity (Z). The
estimated standard-error of the long-run elasticity can be shown
to be 0.032. Is a long-run elasticity of 1 supported empirically if
you use a significance level of 5%?
Answer: 0.237388/0.250837 = 0.9464(with four decimals). The
upper limit of an approximate 95 % confidence interval becomes
0.9464 + 2 ∗ 0.032 = 1. 0104, which is somewhat larger than 1.
Hence the unit long run elasticity is supported by this constructed
confidence interval.
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(d) How could the standard-error be calculated? Explain in words.
Answer: The long run elasticity is a ratio of two estimated pa-
rameters. The standard-error of that ratio can be calculated by
the use of the so called Delta-method (or Bårdsen method). It re-
quires that we have the access to the estimated covariance of the
estimated parameters of LW_1 and LZ_1. Alternatively we can
re-parameterize the ECM as an ARDL, re-estimate is and obtain
the standard error from the menu with Dynamic analysis.

Table 3: Results for ECM of LWt

4. As a way of imposing a long-run elasticity of one, we define the variable

ECMwage = LW − LZ,

which we assume to be I(0) from now on, and re-estimate the ECM
for wages. Table 4 shows the results. Table 5 shows the result for a
marginal model of DLZ.

(a) Explain how you can test the weak exogenity of LZ with respect
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to the cointegration parameters with the aid of the information
given. What does the evidence indicate?
Answer: The relevant statistic to look for here is the t-value
of ECMwage_1 in the equation for DLZ, this is with reference
to Grangers-representation theorem for example. The evidence
suggest rejection of WE, at least at the 5 % level.

(b) Assume that you are asked by the Norwegian Productivity Com-
mission to estimate the dynamic effects on wages of a shock to
average labour productivity. Could you use the results reported
in Table 4 and 5 to give an answer? Explain how you would mo-
tivate your answer.
Answer: To answer the question we now an empirical model of
the relationship between productivity and wages. Table 4 and 5
give such a model, for example LZ can be decomposed as LZt =
LPt + LQt where LP is the log of the producer price index and
LQ is log of average labour productivity, so LZ increases one to
one with an increase in productivity. One possibility then is to
use EQ(3) in Table 4. That the residual misspecification test are
insignificant (with a possible exception for the RESET-test which
we have not given much attention in the course) is clearly relevant,
since this implies that the statistical evidence is reliable. Hence,
one relevant answer is to report the dynamic multipliers of LW
with respect to a change in LZ that we can calculate from EQ (3)
in 4.
However Table 4 and 5 do show evidence of two-way causality
between LZ and LW , and that goes in the direction of not (only)
relying on the single equation dynamic multipliers form EQ(5),
but also the impulse-responses of LW with respect to a shock to
the EQ(4) in Table 5.

(c) A colleague suggests that to appropriately address question 4 (b),
a SVAR model needs to be considered. Do you think using a
SVAR is suitable to deal with this question?
Answer: The answer is “YES” because is important to have
identified dynamic multipliers, or impulse responses, and using a
SVAR is one coherent way of securing that kind of identification.
Would expect that many students introduce the a SEM model
for DLW and DLZ, derive the reduced form, and point out that
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the VAR residuals are correlated. Then introduce recursiveness
perhaps. Such answers should count of course!
However, it is possible that some will try to argue that Table 4
and 5 represent a relevant structure. If we for example define y1 =
DLW , y2 = DLZ, x1 = ECMwage, x2 = DLKPI, x3 = DLH,
we can interpret EQ(3) and EQ(4) as a “conditonal + marginal”
model of the VAR-X:(

y1t
y2t

)
=

(
Const1
Const2

)
+ Φ

(
y1t−1
y2t−1

)
+ Υ

 x1t
x2t
x3t

+

(
ε1t
ε1t

)

where the matrix Φ is 2× 2 and Υ is 2× 2. In this interpretation
the maximized log likelihood function of the 2-equation model de-
fined by EQ(3) and EQ(4) will be identical to the maximized log
likelihood function of VAR-EX- However the disturbances of the
conditional model EQ(3) will be uncorrelated with the disturbance
of the marginal EQ(3), while ε1t and ε2t in the VAR-EX in gen-
eral is correlated. This means that we can interpret the impulse
response to a shock to EQ(4) as due to shock to LZ, not LW.
Clearly, if the relevant DGP is a different VAR than the one we
have just formulated, it does not follow that the disturbances of
EQ(3) and EQ(4) are orthogonal.
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Table 4: Results for an ECM of LWt with cointegration imposed in the form
of the variable ECMwage.
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Table 5: Results for a marginal model of DLZt .
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