
slave labor (sugar cane is their premier example) and thus were historically associated with
high inequality.2 In contrast, the endowments of North America lent themselves to
commodities grown on family farms (wheat being exhibit A) and thus promoted the growth
of a large middle class. The ES work suggests a natural instrument for inequality: the
exogenous suitability of land for wheat versus sugarcane. This instrument is particularly
attractive because it picks out the variation due to structural inequality rather than that due to
market inequality.

With this instrument, one can address one important piece of evidence that has been under-
emphasized in this debate. There is a strong association between inequality (measured here by
the Gini coefficient averaged over the last 3 decades) and the level of per capita income today
(Fig. 1). The association is highly significant (correlation=− .37, t-statistic=5.6).3

If this link is causal from inequality to income, it provides further evidence that there is a
long-run negative association between growth (of which log income is of course the cumu-
lative sum) and inequality. Inequality is highly persistent over time, so the last 3 decades'
average inequality likely reflects cross-sectional differences that have been present for some
time (as this paper will document). The causality could be the reverse — maybe rich societies
can afford redistribution. The use of the ES instrument allows us to address the causality
issue. A first look at the data suggests that the log of the ratio of land suitable for wheat to

2 Sugarcane is a labor-intensive crop requiring cheap labor to be economical. The sugarcane stalks are also very bulky
to transport long distances and must be ground within days of the harvest. This led to economies of scale and led the
typical sugar holding historically to be a plantation that was large enough to produce enough sugarcane to cover the fixed
costs of a sugar mill right on the plantation. See the discussion in Abbott (1990 pp. 61–62, 75).
3 The cross-country relationship between inequality and development has already been the subject of a vast empirical

literature with a focus on the reverse relationship— the Kuznets curve between income and inequality. I do not attempt to
address the question of the existence of the Kuznets curve here and I restrict attention to the possible linear relationship
from inequality to income. For some of the classic references to this earlier literature, see Anand and Kanbur (1993) and
Ravallion (1997).

Fig. 1. Per capita income and inequality.
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that for sugarcane (data and definition to be discussed in more detail below) has considerable
predictive power for inequality (Fig. 2, correlation=− .41, t-statistic=−5.6).

The ES hypothesis has predictions for some of the intermediating mechanisms that
promote development. ES suggest that the elite in Latin America opposed democracy and
mass investment in human capital because they were afraid of the poor majority gaining
power (people with more human capital are more politically active). The elite feared in
particular that the majority would use power to redistribute income and rents away from the
elite towards the majority. ES note that even when Latin American nations were nominal
democracies, they imposed literacy or wealth requirements for voting that sharply restricted
the franchise well into the 20th century. And ES point out that Latin America trailed well
behind North America in establishing universal free schooling and raising literacy. Banerjee
and Iyer (2005) have similar evidence from another region: historically landlord-dominated
districts of West Bengal in India fare worse on agricultural productivity and schooling than
small-holder districts.

The ES hypothesis has been influential in the literature, and has already attracted critics
(for a summary of some criticisms, see Przeworski, 2004), but has received little econometric
testing. The ES story provides a set of sharp but simple hypotheses that can be taken to the
cross-country data and tested against competing hypotheses. Having the empirical design
guided by the ES story may lead to over-simplification, but it has the more than compensating
virtue of avoiding open-ended cross-country regressions that have weak credibility due to the
potential for data mining.

1. Literature review

Whether a high initial level of inequality hinders economic development is one of the most
highly contested questions in the recent literature on economic growth and development.
Unlike much empirical growth research, theory and a priori testable mechanisms have in part

Fig. 2. Log of wheat–sugar suitability ratio and inequality.

758 W. Easterly / Journal of Development Economics 84 (2007) 755–776



Next is the estimation of the direct relationship between inequality and income,
institutions, and schooling. The measure of institutions is the comprehensive indicator
developed by Kaufmann, Kraay, and Zoido-Lobaton 2003 (KKZ). This measure summarizes
the information contained in more than 300 indicators of institutional quality using a
particular method of unobserved components, correcting for selection bias. They derive six
indicators of institutional quality: government efficiency, corruption, political instability,
regulatory burden, rule of law, and democracy. I average over their six measures to derive a
single indicator of institutional quality (KKZ2002), although I will also test each com-
ponent separately. The measure of schooling comes from secondary enrollment rates aver-
aged over 1998–2003 from the World Bank World Development Indicators (SEC9803). The
measure of level of development is per capita income in 2002 from Summers and Heston,
1991, updated to 2002 using World Bank World Development Indicator growth rates
(lgpdppc).

Table 4 shows that inequality predicts a lower level of development, worse institutions, and
a lower level of schooling. The magnitude of the relationships is higher in instrumental
variables than in OLS, suggesting that the causal effect of inequality on development outcomes
is actually understated by the OLS relationship.

Table 4 further expands on the basic result by adding two quick robustness checks. The
first excludes the Western Hemisphere, to which Engerman and Sokoloff's original case
study was limited. The prediction that inequality inhibits development with the wheat–sugar
ratio as an instrument holds “out of sample” for the rest of the world.

Second, I include regional dummy variables. This requires a little care about how regions
are defined. The conventional choice for regional dummies – the World Bank's regional
classifications – is endogenous because the regions themselves are defined on the basis of per
capita income. First, of course, rich countries are excluded from the regions of the World
Bank's “developing countries”. I correct this by including Japan, Australia, and New Zealand
back into East Asia and Pacific, Western Europe back into the Europe and Central Asia
region, the US and Canada back into the Latin America and Caribbean region, etc. Second,
some breakdowns of regions by the World Bank are done by per capita income: low income
South Asia is separated from middle-income East Asia and Pacific, and middle-income North
Africa (also including the Middle East in the World Bank) is delineated from low-income
sub-Saharan Africa. I address this by combining those regions that were split because of
income. So I have 4 regions: (1) East/South Asia and Pacific, (2) Western Hemisphere, (3)

Table 3
First stage regression for inequality on wheat–sugar ratio

Dependent variables Average adjusted Gini,
1960–98

Average adjusted share of income
accruing to top quintile, 1960–98

lwheatsugar −18.328 −19.133
(5.59)⁎⁎ (6.39)⁎⁎

Constant 44.555 49.275
(48.26)⁎⁎ (61.75)⁎⁎

Observations 118 114
F-statistic 23.64 30.86
R-squared 0.17 0.22

Robust t statistics in parentheses.
⁎⁎ significant at 1%.
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Table 4
Basic results for development outcomes and inequality: Ordinary least squares and instrumental variables

Regression Dependent variable: log per capita income, 2002 (lgdppc)

Inequality measure: Gini coefficient, 1960–98 Inequality measure: share of top quintile, 1960–98

OLS IV IV excluding
Americas

IV OLS IV IV excluding
Americas

IV

Inequality measure −0.040 −0.121 −0.15 −0.126 −0.043 −0.127 −0.157 −0.143
(4.27)⁎⁎ (4.45)⁎⁎ (3.60)⁎⁎ (2.43)⁎ (4.56)⁎⁎ (4.30)⁎⁎ (3.53)⁎⁎ (2.37)⁎

East and South Asia
and Pacific

12.54 14.068
(6.28)⁎⁎ (5.24)⁎⁎

Americas 13.926 15.428
(5.83)⁎⁎ (4.98)⁎⁎

Europe and Central Asia 13.349 14.677
(7.03)⁎⁎ (5.86)⁎⁎

Middle East and Africa 13.053 14.499
(5.44)⁎⁎ (4.74)⁎⁎

Observations 107 97 74 97 106 96 73 96
R-squared 0.13 0.14
F-statistics from first stage 21.2 15.4 8.8 25.6 18.9 9.1

Dependent variable: Kaufmann, Kraay, and Zoido-Lobaton Institutions Index, 2002 (kkz2002)

Inequality measure −0.031 −0.091 −0.109 −0.123 −0.037 −0.098 −0.113 −0.148
(4.92)⁎⁎ (4.53)⁎⁎ (3.68)⁎⁎ (2.77)⁎⁎ (5.87)⁎⁎ (4.84)⁎⁎ (4.00)⁎⁎ (2.58)⁎

East and South Asia
and Pacific

4.652 6.517
(2.72)⁎⁎ (2.56)⁎

Americas 5.811 7.652
(2.80)⁎⁎ (2.59)⁎

Europe and Central Asia 5.04 6.614
(3.03)⁎⁎ (2.81)⁎⁎

Middle East and Africa 5.487 7.316
(2.62)⁎⁎ (2.48)⁎

Constant 1.406 3.91 4.544 1.834 4.658 5.281
(4.65)⁎⁎ (4.58)⁎⁎ (3.77)⁎⁎ (5.71)⁎⁎ (4.86)⁎⁎ (4.06)⁎⁎

Observations 128 118 95 118 124 114 91 114
R-squared 0.13 0.17
F-statistics from first stage 23.6 16.4 10.4 30.9 22.8 9.9

Dependent variable: secondary enrollment rate, average 1998–2002 (sec9802)

Inequality measure −1.474 −4.891 −6.259 −4.428 −1.721 −4.795 −6.005 −5.349
(5.05)⁎⁎ (5.05)⁎⁎ (4.08)⁎⁎ (2.78)⁎⁎ (5.55)⁎⁎ (5.43)⁎⁎ (4.49)⁎⁎ (2.55)⁎

East and South Asia
and Pacific

236.66 305.335
(3.83)⁎⁎ (3.25)⁎⁎

Americas 280.382 348.398
(3.84)⁎⁎ (3.25)⁎⁎

Europe and Central Asia 266.006 321.505
(4.44)⁎⁎ (3.72)⁎⁎

Middle East and Africa 250.896 318.545
(3.37)⁎⁎ (2.96)⁎⁎

Observations 120 113 91 113 117 110 88 110
R-squared 0.14 0.16
F-statistics from first stage 21.7 15.5 9.6 28.3 21.0 8.2

Robust t statistics in parentheses (⁎ significant at 5%; ⁎⁎ significant at 1%). Constants (not shown) included in all
regressions except for those with regional dummies.
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controlling for inequality reduces by about half the magnitude of the relationship between ethnic
fractionalization and development.

Introducing dummies for British (leg_british), French (leg_french), and Socialist legal origin
(leg_socialist) (where German or Scandinavian legal origin are the omitted categories) also leaves
the significance of inequality unchanged. In fact, the magnitude of the inequality effect increases
controlling for legal origin. Compared to a regression that features only the legal origin dummies,
the introduction of inequality (instrumenting for inequality as earlier) renders British and French
legal origin insignificant (both the coefficient and standard error change considerably). I do not
take these results as a major commentary on the large legal origin literature, which would clearly
require more exploration, but they do show that the inequality hypothesis survives when
compared to the alternative legal origin hypothesis. Socialist legal origin remains significant in
the regression including inequality, but inequality also remains significant. The F-statistics on the

Table 7
Robustness checks: effect of inequality on development outcomes controlling for ethnic fractionalization

Dependent
variables →

Inequality measure: Gini,
1960–98

Inequality measure: share
of top quintile, 1960–98

Ordinary least squares
omitting inequality measures

lgdppc kkz2002 sec9802 lgdppc kkz2002 sec9802 lgdppc kkz2002 sec9802

Inequality measure −0.10 −0.08 −3.89 −0.10 −0.08 −3.42
(3.10)⁎⁎ (3.36)⁎⁎ (3.81)⁎⁎ (3.00)⁎⁎ (3.62)⁎⁎ (4.05)⁎⁎

Ethnic
fractionalization

−0.78 −0.61 −37.71 −1.13 −0.78 −51.07 −2.02 −1.43 −74.86
−1.31 −1.55 (1.98)⁎ (2.34)⁎ (2.37)⁎ (3.45)⁎⁎ (6.56)⁎⁎ (6.35)⁎⁎ (6.86)⁎⁎

Constant 12.52 3.55 251.98 12.89 4.04 253.45 8.79 0.69 103.67
(10.29)⁎⁎ (4.06)⁎⁎ (6.62)⁎⁎ (9.19)⁎⁎ (4.26)⁎⁎ (6.97)⁎⁎ (56.20)⁎⁎ (5.34)⁎⁎ (18.92)⁎⁎

Obser vations 97 118 113 96 114 110 106 127 120
R-squared 0.26 0.20 0.28
F-statistics for

first-stage on
excluded instrument

14.5 20.47 17.75 19.28 29.42 27.21

Robust t statistics in parentheses.
⁎ significant at 5%; ⁎⁎ significant at 1%.

Table 6
Institutions IV results on inequality by kind of institution (measured in 2002 by Kaufmann, Kraay, and Zoido-Lobaton)

Dependent
variables →

Voice and
accountability

Rule of
law

Freedom from
corruption

Political stability
and violence

Regulatory
quality

Government
effectiveness

Gini coefficient −0.107 −0.123 −0.121 −0.099 −0.103 −0.122
(4.21)⁎⁎ (4.56)⁎⁎ (4.40)⁎⁎ (4.33)⁎⁎ (3.99)⁎⁎ (4.56)⁎⁎

Constant 4.587 5.208 5.105 4.112 4.435 5.206
(4.30)⁎⁎ (4.53)⁎⁎ (4.34)⁎⁎ (4.35)⁎⁎ (4.04)⁎⁎ (4.54)⁎⁎

Observations 118 118 118 118 118 118

Share of top quintile −0.111 −0.132 −0.128 −0.107 −0.111 −0.131
(4.45)⁎⁎ (4.87)⁎⁎ (4.57)⁎⁎ (4.82)⁎⁎ (4.34)⁎⁎ (4.82)⁎⁎

Constant 5.292 6.257 6.063 5.009 5.35 6.233
(4.49)⁎⁎ (4.81)⁎⁎ (4.48)⁎⁎ (4.86)⁎⁎ (4.38)⁎⁎ (4.78)⁎⁎

Observations 114 114 114 114 114 114

Robust t statistics in parentheses.
⁎ significant at 5%; ⁎⁎ significant at 1%.
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